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## 1 Motivation

We have developed this FORTRAN parallel algorithm for solving block-tridiagonal problems using MPI. It is specifically designed to be as easy-to-use as possible, and requires practically no knowledge of MPI (a vague idea of how MPI works is useful, but not essential). We find that it scales quite well, and has good stability properties. It has been tested on a few problems and seems to give the right answers. Note that the documentation on the algorithm will be provided shortly.

## 2 What problem does it solve?

The algorithm solves regular block-tridiagonal problems of the kind

$$
\begin{equation*}
M X=B \tag{1}
\end{equation*}
$$

where $M$ is a block-tridiagonal matrix, and $B$ is the right-hand-side vector. Each block in $M$ is of size maxi $\times$ maxi, and there are mlines block-lines in $M$. The size of $B$ is therefore maxi $\times \mathrm{ml}$ ines. Here is an example of $M$ with maxi=3 and mlines=5:

$$
M=\left(\begin{array}{ccccccccccccccc}
X & X & X & X & X & X & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{2}\\
X & X & X & X & X & X & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
X & X & X & X & X & X & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
X & X & X & X & X & X & X & X & X & 0 & 0 & 0 & 0 & 0 & 0 \\
X & X & X & X & X & X & X & X & X & 0 & 0 & 0 & 0 & 0 & 0 \\
X & X & X & X & X & X & X & X & X & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & X & X & X & X & X & X & X & X & X & 0 & 0 & 0 \\
0 & 0 & 0 & X & X & X & X & X & X & X & X & X & 0 & 0 & 0 \\
0 & 0 & 0 & X & X & X & X & X & X & X & X & X & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & X & X & X & X & X & X & X & X & X \\
0 & 0 & 0 & 0 & 0 & 0 & X & X & X & X & X & X & X & X & X \\
0 & 0 & 0 & 0 & 0 & 0 & X & X & X & X & X & X & X & X & X \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & X & X & X & X & X & X \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & X & X & X & X & X & X \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & X & X & X & X & X & X
\end{array}\right)
$$

where $X$ denotes a non-zero entry.
Two versions of the code exist, where $M$ and $B$ are real or complex, respectively. Choose carefully which one you need to use.

## 3 Where to start?

### 3.1 Installation

The code and template examples are freely available upon request. Please email:
pgaraud@ams.ucsc.edu

Instructions:

- Download the source file, which is TriSolve.tgz
- Uncompress and untar the file, using for example tar -zxvf TriSolve.tgz or gunzip TriSolve.tgz followed by tar -xvf TriSolve.tgz

This creates the following directories and files:

TriSolve:

- src:
- src_driver:
* bfunc-cplx.f
* bfunc-real.f
* main-cplx.f
* main-real.f
* mfunc-cplx.f
* mfunc-real.f
- src_trisolve:
* Tri-Solve-cplx.f
* Tri-Solve-real.f
- workdir:
- init_tri.h
- Makefile-Pleiades
- Makefile-gfortran-openmpi
- solution-real-ref.dat
- solution-cplx-ref.dat

The directory workdir is the working directory, from which the code should be compiled and run. The src directory contains all the source codes. The src_trisolve directory contains the main solver, which the user should avoid trifling with. The src_driver directory contains the main driver as main-****.f, as well as two user-input functions mfunc-****.f
and bfunc-****.f which return the input coefficients of the matrix $M$ and vector $B$ of the problem to be solved. Simple template examples of these are provided. Two versions of each file exist, one for the real-version and one for the complex-version. Reference outputs are provided in workdir.

### 3.2 Compiling

Compiling the code will depend on the system. The Makefile-Pleiades provided in workdir is a template, which can be used $a s$-is on Pleiades at UCSC. Another template is provided for use with OpenMPI and gfortran. The user should modify it for other platforms, by specifying the version of Fortran used, as well as the relevant compiler options.

The entry NPROC is the number of processors to which the job is submitted. Note that if NPROC in Makefile is different from $2^{\text {nsize }}-1$ then the code exits.

Two executables can be constructed: make Tri-r builds the real-version of the code from all the files *-real.f; make Tri-c builds the complex-version of the code from the files *-cplx.f. The executable is called TriSolve. Once it has been generated, to run the code, type make run.

### 3.3 Checking your installation

1. Go to the workdir directory, and create the Makefile according to your system specifications. You may have a look at one of the 2 provided templates (Makefile-Pleiades and Makefile-gfortran-openmpi)
2. Compile: make Tri-r (or make Tri-c)
3. Run: make run
4. Test: Compare the results with solution-real-ref.dat (or solution-cplx-ref.dat)

## 4 The driver

The file main $-* * * *$.f contains a minimal sample driver for the problem. Note the following:

- The file init_tri.h is the file where the dimensions of the matrix are defined, as well as other parameters related to the number of processors used (see section 5 on input files).
- The variable idp is the number of the processor. Note that in MPI every single processor runs the same code, and needs to know its own identity. Identity assignement is done in the line call initMPI (idp) which must be included.
- The solver is called with the sequence call trisolve(sol,bfunc,mfunc,idp) where
- sol is an array of size maxi $\times$ mlines containing the solution on exit (see section 5 on output files),
- bfunc is a pointer to the function in bfunc-****.f (declared as external above) where the coefficients of $B$ are entered (see section 5 on input files).
- mfunc is a pointer to the function in mfunc-****.f (declared as external above) where the coefficients of $M$ are entered (see section 5 on input files).
- idp is the processor number
- On return from trisolve every processor knows the full solution vector sol. Only one of them needs to write the solution to a file, hence the if (idp.eq.0) statement.
- Before exiting the program, each thread needs to exit cleanly, hence the line call finishMPI(idp) which must be included. Both routines initMPI and finishMPI are provided with the code.


## 5 Input/Output

### 5.1 Problem setup

The file init_tri.h is the file where the dimensions of the matrix are defined. It is located in the workdir directory and contains the following quantities which must be input by the user.

- mlines: as described in section 2, the number of block-lines
- maxi: as described in section 2, the size of the square blocks.
- nsize: the code can only work with a number of processors that is in the form $N_{\text {proc }}=$ $2^{\text {nsize }}-1$ (e.g., $\left.3,7,15,31,63,127, ..\right)$. Here, nsize is entered.

The other parameters in this file are calculated by the compiler.

### 5.2 Defining the matrix $M$

The matrix $M$ is entered in the file mfunc-****.f through the function mfunc (char, $\mathrm{i}, \mathrm{j}, \mathrm{n}$ ). In this calling sequence,

- n references the number of the block-line considered.
- char is a character that references which block one is considering within the block-line n : 'm' for the middle (diagonal) block, ' l ' for the left-side block and ' $r$ ' for the right-side block.
- i and j : reference the line and column of the entry within the block defined by n and char.

The function returns the coefficient of $M$ located at that entry. For a real problem, use mfunc-real.f and for a complex problem, use mfunc-cplx.f

### 5.3 Defining the vector $B$

The vector $B$ is entered in the file bfunc-****. f through the function $\mathrm{bfunc}(\mathrm{i}, \mathrm{n})$. In this calling sequence,

- n references the number of the block-line considered.
- i references the line of the entry within the block defined by n .

The function returns the coefficient of $B$ located at that entry. For a real problem, use bfunc-real.f and for a complex problem, use bfunc-cplx.f.

### 5.4 Example

The example given in the template files init_tri.h, mfunc-real.f and bfunc-real.f corresponds to solving on 3 processors the problem

$$
\left(\begin{array}{lllllllllllllll}
4 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0  \tag{3}\\
1 & 4 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 4 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 4 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 4 & 1 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 4 & 1 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 4 & 1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 4 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 1 & 1 & 4
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
x_{5} \\
x_{6} \\
x_{7} \\
x_{8} \\
x_{9} \\
x_{10} \\
x_{11} \\
x_{12} \\
x_{13} \\
x_{14} \\
x_{15}
\end{array}\right)=\left(\begin{array}{l}
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1 \\
1
\end{array}\right)
$$

Another simple example is provided for the complex version.

### 5.5 Outputs

The solution is returned in the array $\operatorname{sol}(\mathrm{i}, \mathrm{n})$, where i and n reference the position of the entry as the i-th entry in the n-th block-line. All the processors know the full solution on exit from the routine. From the template driver, the solution is printed in the file solution.dat in the directory workdir.

The system also prints out a job report for each processor running, to help track down problems. These are named proc***. out, where $* * *$ is the number of the processor.

## 6 Performance \& Stability

The current version of the program has only been tested on a few simple cases. We do not guarantee perfect performance nor stability. However, the algorithm used has been found to be significantly more stable than the standard cyclic reduction, with no loss of performance.

Here is an example of performance scaling for runs on the Pleiades cluster at UCSC. For a complex problem, using maxi $=1000$ and mlines $=1000$, then the running times are

- 31 processors: 73 minutes
- 63 processors: 40 minutes
- 127 processors: 25 minutes

Typically, one may expect very good scaling up to NPROC $=$ mlines $/ 10$, and deterioration beyond that.
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