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Abstract—The paper presents a mathematical framework for Topology evolutions from nodes’ mobility was not considgere
quantifying the overhead of proactive routing protqcols in mobile jn [9]. In [10], information theoretic analysis is pursueal t
ad hoc networks (MANETSs). We focus on situations where the 1,1 the memory requirement and overhead for a hieraichica

nodes are randomly moving around but the wireless transmis- . .
sions can be decoded reliablely, when nodes are within commu- protocol in MANET upon entropy rate of topology evolutions.

nication range of each other. We explicitly present a framework Such results provide good understanding of the scalability
to model the overhead as a function of stability of topology and properties of routing overhead but are not sufficient toifyst

analytically characterize the statistical distribution of topology the practical impact from topology evolutions. However, to
evolutions. The OLSR protocol is further singled out for a the best of our knowledge, there is no previous work that

detailed analysis, incorporating the proposed analytical model. . - .
Results are compared againsQualnet simulations for random makes such analytical connection between routing overhead

movements, which corroborate the essential characteristics of @and topology evolutions. Moreover, none of the past work has
the analytical results. The key insight that can be drawn from analytically characterized topology evolutions as a fiomct

the analytical results of this paper is that nodal movements will of node mobility, a solution of which is crucial to make the
drive up the overhgad by a penalty factor, which is a function connection.
of the overall stability of the network. In this paper, we provide the first attempt to provide
answers to these questions with a general analytical framkew
|. INTRODUCTION for proactive routing protocols, where the inter-depemden
etween topology evolutions and routing overhead is erplor
nd quantitative measures are provided to justify the mguti
averhead as a function of node mobility. In the meanwhile, we
Iso provide the answer to the characterization of topology
evolution, by explicity modeling it as a function of node
Hgbility and deriving out analytical parameters. Cleaskych
VFsuIts will supplement the information theoretic anaysi
F[lO] by providing entropy rate and model of topology
evolutions.

Mobility brings fundamental challenges to the design 02
protocol stacks for mobile ad hoc networks (MANET). Be
cause of nodes’ movements, routing protocols (e.g OLSR |
TORA [2]) of MANETs have to cope with frequent topol-
ogy evolutions and ensure quick response and adaptat
to topology changes. By continuously monitoring topolog
changes and disseminating such information over the wh
network, proactive protocols provide fast response toltwpo
change_but at the price.of increased overheaq of contréidraf We further take a practical view on optimized link state
Increasing control traffic could further lead into less Fkarouting (OLSR) protocol [1] under the general framework,

delivery ratio and increase in delay. Under the worst cdse, I. : L .
. ‘with the understanding of the significance and practicalnes
could result in “broadcast-storm” [3] problem and the whol g 9 P

) . . 6f OLSR protocol. Such an analysis not only gives us better
netvyorl_< will be c_ongested. Itis thL.JS essential to unded;taﬂlsight to the operation of OLSR algorithm but also corrob-
the |nt_r|cate relations k_)etween rqutlng overhea_d and tgpol orates the effectiveness of the general modeling framework
evolutions, for the design of routing protocols in MANETS.

. I . . Analytical results in this paper are compared agaipsalnet
Due 1o the inherent complexities, S|mulat|onfbased 4Bimulations for random movements, which confirm the essen-
proaches [4], [5], [6], [7], [8] have been the major tool t

| th ; i head ket deli Qial characteristics of the analytical results. The keyight
analyze the performance (routing overhead, packet dg Vehat can be drawn from the results is that mobility will drive

ratio, delays) of MANETS in terms of mobility, power andup the overhead by a penalty factor, which is a function of the

optimum transmission radios. Few analytical works haverlbegverall stability of the network

pur;ued Wh.iCh bring deeper insights and compleme.nt SMThe rest of the paper is organized as follows. Section I
ulatt|_on StUd'E s: th(f)u et.t_al [ gt;avel an analy_t|cal tVItet;v Olgreifly describes the network model and presents the problem
routing overnead of reactive protocols, assuming stalle N e rest  Section 11 explains the general framework of
work (manhattan gr id) with unrella_ble nodgs and co_nclutjes tmodeling proactive routing overhead, followed by Sectign |
scalability of reactive protocols with localized traffictpean. to discuss properties of topology and factors that affeet th
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conclude this paper in Section VII. operate upon the connectivity graph and topology evolstion
(or changes in the connectivity graph) could further trigge

Il. SYSTEM MODEL & PROBLEM STATEMENT routing protocols to react to the change by disseminating
control packets. As a result, distribution of topology eximns

We consider a square network consistent with several prigria avily related to control overhead of routing protocols
analytical models of MANETs [11], [12], [13]. The entire 5yever, there has been litle work in the literature to

network is of sizel x L and there aren nodes initially 5 vtically study such distribution of topology evolutin
randomly deployed in the square network. It should be notggh\NETs. "we attempt to provide the first (to the best of
that although we consider a square network in the papg(,iqrs' knowledge) analytical work on modeling of topgiog
our analysis can be extended to networks of any shape in@ytions in MANETs and make the practical connection
straightforward way. between topology evolutions and proactive routing ovedhea

Nodes are mobile and initially randomly distributed oveyq, symmarize, we would like to seek answers for the following
the network. The movement of each node is independent adl?’estions:

unrestricted, i.e, the trajectories of nodes can be anyavirer « Does there exist an analytical model to statistically

the network. For node € V = {1,2,..., N}, let {T;(¢),t > : . : .
0} be the random process representing its trajectory and take characterize the distribution of topology evolutions in
MANETSs? If so, are we able to derive the parameters

values inD, where D denotes the domain across which the analvticallv?
node moves. To further impose the modelablility constraiet yucatly:
. . : « If there is such a model, are we able to apply the model
have the following assumption on the trajectory processses -
. } ) . : to analyze the effect of mobility on the control overhead
Assumption 1:[Stationarity] Each of the trajectory process . . .
. . . . SR . of proactive routing protocols? Or mathematically, could
T;(t) is stationary, i.e., the spacial node distribution willacka : : ;
its steady-state distribution irrespective of the init@dation we find the functio” that projects the control overhead
y P ' O4 in MANETs with the knowledge of mobility and

And the N trajectqry processes ajeintly stationary i.e., the control overheadD; of protocol at static scenarios?
whole network will eventually reach the same steady state

from any initial node placements, within which the statiati F:0xV — 0Oy (2)

spatial nodes’ distribution of the network remain the saver o

time. Il1. PROACTIVE ROUTING OVERHEAD OF DYNAMIC
The assumption is quite fundamental in the sense that it lays GRAPH

the foundation of mod_elmg nodes’_ movement. Most existing \ye know that routing protocol operates on the connectivity
models, e.g. random direction mobility models [14], [196], graph (topology)G. Let G — {G:} be the set of all possible
[17], 18], random waypc_)int mobility models [19], [20] asconnectivity graphs. In the steady—state, the connegtgriaph
well as rlandom trip mobility model [21], (?Iearly satisfy theg t) will travel across all such graphs with a stable distribatio
assumption. In other words, .the assumptlon' ensures that\% tor 7 = {p:} derived from the stationary spatial nodes'
the long run, the netV\_/ork will ,co_nvgrge_ to its Steao'_y_Stattﬂstribution. Change that occurs in the connectivity sigrniae
and the stationary spatlal nodes’ distribution can bezetliin | - <ition between connectivity graphs or topology evolut
performange qpaly5|s of the .”et‘.’vo“‘: ) However, if we look at the connectivity graph from a single
The_ ayallab|l|ty of commun|gat|on links, e.g. from nodle® . hode point of view, for an active node, it observes the local
nod.ej, is governed by the Slgnal—to—Interference—plus—Nms&nnectivity graph (local detailed topology) derived from
Ratio(SINR) protocol model as, neighbors that could be several hops away. Only changes in
P;(t)gi;(¢) > 5 ) its local connectivity graph could trigger the_node reeg:ti_n
No+ Y iea () ki Pi(t)gr;(t) ~ to the change. Let’sﬂ observe protocgl behavior at a typical
o active nodek. From G, we can deriveG* = {GF} as the set

where P;(t) denotes the transmitting power of nodat time  of all possible local connectivity graphs with corresparngi
t, As(t) is the set of active nodes transmitting at timeVo  gstribution vectorp® = {p*}
k.

denotes the thermal noise afds the minimum SINR for the
receiver to successfully decode data packgig:) represents
the channel gain from nodeto nodel at timet, capturing path
loss, fading and shadowing effects in the wireless enviemtm
Eg. (1) states the physical requirement of the existence of a
directional link from node to node; at timet. Since many

7 regular TC broadcasts

routing algorithms necessitate the availability of bieditional H t
links, we should also expect the SINR law being satisfied for sfeciive c.i;nge TC broadcast on change
the reverse link, e.gi. — i. We simply term bi-directional link at timet,

as link throughout the paper.
The topology (or connectivity graplg)(t) of the network at Fig. 1. Protocol behaviors with local connectivity graphs.
time ¢ can be obtained by replacing such available links with
lines connecting nodes. In the paper, we use topology and conAs illustrated in Fig. (1) and when there is no change in
nectivity graph interchangeably. Routing algorithms Uigua topology, we expect that the node will periodically broasica



topology control (TC) message at regular interal For V and control overhead®(O;) of protocol at static scenarios.
this case, the average TC messages per active node at statid the function can be written as,
scenario; is simply

F : P(Oa) = (V) x P(Os) 9)
P(0,) = P(G) = 1/T., Vi 3)
If we assume that a change happens at im&7T. <t; <  However, we need to know the distribution of topology
(K +1)T¢, signaling the transition of local connectivity grapheyolutions ¢; in Eq. (4) for the computation of mobility effect
from Gf to G7'. The protocol usually responds to the change 3 proactive routing overhead. To bring up such a model, we
advancing the TC message broadcast at someimi€T. < il first discuss factors that affect the stability of topgy

t7 < (K +1)T, rather than broadcast at the next planned timgq then propose analytical model for topology evolution.
(K 4+ 1)T,. And the subsequent TC message broadcast will

perform regularly with grapty’]’?. In this case, compared to
the static scenario where no change occurs, the incrgébe

in generated TC message associated @jtttan be computed A. Setup
as

IV. TOPOLOGY. FACTORS FORCHANGES

Due to nodes’ movements and surrounding parallel trans-
(K + 1)/ K+1  [t/T] @ missions, links between nodes are set up and broken dynami-
tr (K+ 1T, tr/T. cally. We introduce 40, 1}-valued on-off process;;(t),t > 0

where -] is the ceiling operator. The average increasdan (0 Model such link changes &;(t) =1 (or fi;(t) = 0) if

. the unidirectional link from node i to node j, is available (o
geneated TC messages with the grghcan be computed asunavailable) at time > 0. Clearly, we havef,(£) — f;:(t)

_ [t; /1] because we only consider bi-directional links.
tr/T. If we map every active (on) link to a edge in a graph with

- . . N vertices where each vertices stands for a nod& jrwe
Statistically,y; measures the normalized transition costggr : . . . i
. : - can obtain the time-varing graph (topologyjt) with a time-
andt; is determined by; that captures the stability of the local .
varying setFE(t) of edges as

detailed topologyG*. Summing over all possible topologies,
we can estimate the average number of generated TC message E(t):={{i,j} € V x Vi # j; fi(t) = 1} (10)
per active node as

Yi(ti) =

It should be noted thaf(¢) is the connectivity graph of the
P=> piP(Gf)*v (6) network, which is anundirectedgraph as we consider bi-
Vi directional links. LetE' be the complete set of possible links
As we will see in Section V, if we are only concerned withn the graph, i.e,
nodal mobility and since nodes are moving independently o o
and randomly, we could assume that link change arrives E:={{i,j} eV xVi#j}
independently andt;} are of identical statistical distributions
being a renewal process. We have

11)

'The complimentary seE“(t) of E(¢) can be computed as

E(t) = E — E(t (12)
P = 4x Y P ™ w "
i For each link change such as new link formation or breakage
B [C*/TJ) ®) of existing links, both will result in a change in the connec-

T ( ¢*/T. tivity graph and could further result in a protocol event e t
where(* is decided or{ and( is the observed stability of the network to distribute such change. -
local connectivity graph per active nodeis thepenalty factor L€t 7 b€ the moment that the connectivity gragti)

that measures the cost in graph transitions for an active nc@ar:]ges %tt'me‘L,T I;rlon:j Its I"’,‘SF charl;lg% at time (leearlglgt
and as we will see later, it is a function of nodal mobility anf the random variable describing the duration of stabiity

stability of the local connectivity graph. Furthermore,laser 1€ connectivity grapli(¢). In general, there are two different

look at Eq. (7) reflects that the increased traffic overhead cicenarios responsible for changesigt). One is the creation

be estimated from the average performance of static grapfiafval of new links, let, be the random variable capturing
that is exactly the right term in the equation. the time duration of such new link arrivals or addition of

In a homogeneous network, every node in the netwolEW edge irg(t); Complemen.ta.ry, one will have anothe.r one
operate in a similar way. Therefore, we can expect simil 'r?mdom Va”ableTf' charactgnzmg the .breakage of existing
results on the whole network. Eventually, we propose t 'ka or deletions of edges id(t). We will have
following model that estimates the control tr.affic ove_rhead 7 = min{r,, 7/} (13)
from the knowledge of mean overhe@y of static scenarios.

Mathematically, we can write it as the tentative answerffiert Our objective is at first to identify the factors that affeogt
question raised in Section Il as stability = of the connectivity graplg(¢) and then find the

We could have a functionF that projects the control analytical model that characterizes the statistical ithistion
overheadP(Q,) in MANETSs with the knowledge of mobilityof 7.



B. Factors in Connectivity Graph a global time-division-multiple-access (TDMA) schedglin
It can be observed that in Eq. (1), the availability of link§cheme together with Eq. (1) result the model in Eq. (15)
not only depends on the wireless environment (captured kyt the yt|llgat|0ns of links are much less frequent due ® th
channel gaing,,(¢) but also relies on the traffic and MAC Scheduling in channel access.
schemes which together decide the active set of transmittin FOr each link in set&(#), let 77(¢) denote theresidual
nodes A, (t). If we do not explicitly model the shadowing"fet'me of the link after timet, i.e., 7} (¢) is the amount of the
effect and short-term channel variations such as chandisiga time that elapses from timeonward until link is unavailable.
between nodes, it is reasonable to assume that the charfriirespondingly, for each link in sét“(t), we haveTi’;(t) be
gain can be computed according to the exponential attemuatihe residualsilence time of link after time, i.e., T£ (t) is the
model as, amount of the time that elapses from timenward until a
_a link is available. Due the underlying stationarity impligdm
g=r (14) the joint stationarity of trajectory processes, it cleaiyffices
wherer denotes the Euclidean distance between two commni@-consider only the case= 0 and we can simply drophere
nicating nodes and is the exponential attenuation coefficientas we do from now on, e.g.; instead ofT};(t). Clearly, we
normally ranging from2 to 5 with various wireless environ- have

ments. .o ; . .
By introducing a dynamic and sometimes intractable active 7o = min{Tj offink {ij} ,¥{i,j} € E(H)}  (16)
set A,(t), the involvement of traffic and MAC schemes 7 = min{T} of link {ij} ,¥{i,j} € E(t)} (17)

significantly complicates the problem with a dynamic vagyin
interference term. Such a term, resulting from surroundin
traffics and parallel transmissions, is calledvironmental
mobility here.

For each link{s, j}, the associated link availability process
5 (t);t > 0 is simply an on-off process, with successive ups
and downs with associated time durations, denoted by random

When MAC is perfectly scheduled, the interference wilyariables fi;(k); k = 1,2,... and f;(k);k = 1,2,..., re-

become negligible compared to the noise and can be consﬁq?fisveg' .Sutchria pr\c/n\;:ﬁsr?esni:arr]] a(ljsc|> &e gi?if[a'?ed frr(]Jr;rnodes
ered zeros, i.e, no environmental mobility. In such cades, clative trajectories. €n only nodal mobility 1S concerne

deciding factors for link availability lies in the transrasisn y Eq. (15), a link between nodésandj in V" is available at

power and radio propagation loss and it can be expressedtgg,e t>0if a_nd only i t_he|r_d|sta_nce is smaller thaf. As
a result, the link availability is defined as

P9s(t) & 5 g P09 S 4 g fig(®) = 1T (t) = Ty(0)]| < Rlse > 0, (18)

N N .
0 ] ) 0 where || - || denotes the Euclidean operator to compute the
When all nodes transmit at uniform power and together Wlmstance_
Eq. (14), link between two nodes becomes available as soon 2(t) = Yy fu() and it is clear thatz(t) is a
0,5} 7%

as they become reachable, i.e., their Euclidean distante ggq, 5 process comprised from a total numbefZgfon-off
closer than some valug, that IS the maximum -rad.u-) COVEragqny availability processes, whetd is the cardinality operator.
for a transmitting node. Obviously, the availability of &uc Clearly, - describes the refreshing intervai, specifies the
links is purely a function of their relative (.:ii'stances, theat interval, between upward renewals anddenotes the interval
gov_erned by nodes’ movements andal mobility between downward renewals of the renewal procggs).

Till now, we have identified two factors that affect theBy applying the well-known results from renewal processes

conngctivity graph{ I.e. environmental mobilityand nodal and independent on-off processes in equilibrium [22],wesha
mobility. The analytical models for the two factors are essenti llowing theorem onr

to the model of stability of the connectivity graph. However Theorem 1:[Stability Model] When both setsZ(¢) and

:Eet (_jef;?]mg fteatulre OfltN]!ANETS dls ,frgrmode_ll mobility tEC(t) involves sufficient number of links and all such links are
at 1S the natural resuit from nodes: dynamic Movementz. a4 to he independent, the distribution,aindr can be

churthermor?_, .fm anah/ t.'cag rTf]OdeI :)bda!l n;?bllgyeftfﬁct on approximated as exponentially distributed with paramater
€ connectivity graph 1S Dy 1ar not avalable. or the m”"f;lsoand/\f. And the distribution of stability- of the connectivity
we focus on analytical modeling of topology evolutions fro :

AR I're;raph is also exponentially distributed with parameker=
nodal mobilityin MANETS. Ao + Ar. Mathematically, we can write is as

V. ToPOLOGY. MODEL OF NODAL MOBILITY P(r,<t) = 1—e ! (19)
Nodes’ motion will change the distance and therefore result P(rp<t) = 1—e M (20)
in dynamic set-up and torn-down of links. When compared Plr<t) = 1-eM=1- o~ (RotAp)t 1)

to the SINR law in Eq. (1), links defined in Eq. (15) are

longer and stand for the maximum possible duration of link It is also known as Palm’s theorem [22] and in another
availability by solely considering mobility effect. In price, words, it states that the distribution of a superposition of
the traffic and MAC schemeegifvironmental mobilifyoperate N, i.i.d random variables will converge to the exponential
with scheduling and/or contention resolution schemesgchvhidistribution as N, approaches infinite. The above results
generally leads to less utilization of links. For examplesan be generalized to incorporate cases of independent but



non-homogeneous motions, where some nodes may folltme, a direct evaluation of which requires exact knowledge
different mobility models from others. It might be worthyof the underlying mobility characteristics, and it is clgar
of noting that Palm’s theorem has been applied to evaluatet favorable. Luckily, we can have general statements on
asymptotic distribution of route lifetime duration [23] Bd the underlying new link formation process, resorting to the
hoc networks, that are also empirically observed in [24¢xponential modeling with parameter of point-to-point link
However, to our knowledge, a model for topology evolutionformation in [26].
is still not available both empirically and theoretically. For a particular connectivity grapfi; with associated sets

In MANETS, one might be wondering that since neighboFE; and E¢, there is a total number dfE¢| potential point-
links share a common node, we cannot make the independerpoint links to create. Since the time distribution of new
assumption on links and Palm’s theorem cannot be applididkk formation can be modeled as exponentially distributed
However, if the nodes’ movements satisfy somiging condis- with parameter\;, the stability for this particular connectivity
tions or known asm-dependencf5], the statement in Theo- graph can be measured with parameter
rem (1) still holds on such relaxed conditions. Such coadgi .
introduce a form of asymptotic independence as the hop Ap(Gi) = B+ N (26)
distance between links increases, while allowing depecelerWWhen network is running at steady-state and inferring from
in neighborhoods. Specificallyn-dependenceneans that the the joint stationarity assumption of underlying trajegtpro-
correlation between links decreases as hop-distance éetweesses,G(t) is a stationary and ergodic process that will
links increases and links can be considered as independexperience all possible connectivity graphs with assediat
when the hop distance between links are greater than certpinbability vector derived from steady-state nodes’ distr
value of m. Fortunately, most of mobility models fall intion. By averaging all possible graphs, we can compute the
this category, e.g. random waypoint mobility model, randomarameter\ ; as
direction mobility model and random trip mobility model and

our results can be applied to a wide-variety of scenarios in Ar=E(E7]) = A (27)
MANETSs. where E(-) stands for expected value.

A general model of MANETs in steady-state exists and
A. Relations betweeh, and A known asrandom geometric grapf27], that has been widely

adopted in analytical works of MANETs and considered as

improvement over the model ehndom graphin static
nétworks. Using the model aandom geometric graphwe
gan compute\; as

Till now, we have learned that both the new link formatio
process and link breakage process can be approximated
Poisson process with parameters and \,, respectively. For
the new link formation process (or the link breakage proges
A¢ (or A,) characterizes the average number of new link Ap=Nyp* )\ (28)
arrivals (or link breakages). Let's consider a time Windov\\/vhereN is the average number of potential link pairs and it
T and whenT is sufficiently large, the number of new link f

arrivals N, and link breakagesV;, within the time window can be computed as [27]

can be approximated b - Nx(N-1 TR?
o y Ny M)y @
No=A+T (22) To summarize, we eventually arrive at the following theorem
Ny = Ao+ T (23)  on the distribution of the stability of the connectivity graph

For a network with finite number of nodes and when observed T heorem 2:[Analytical Stability Model] The distribution
at an infinite length of time window, the difference of thé' Stability 7 of the connectivity graph in MANETSs can be

number of new link arrivals and link breakages can be denot@@Proximated as exponentially distributed with parameter
and the parametex is given by

by
lim (N, — Np) = lim T (Af — A,) (24) A= Na(N-Da(-"E
A (No = No) = i Tx (Ar = 2o) = NxW=Dx( =)
Clearly, the only choice is . QE[V*]R/L/LWQ(x’wdxdy' (30)
0 0

Af = Ao (25)
! wheren(z,y) denotes the steady-state spatial nodes’ distribu-
It indicates that on the |Ong run, the new link arrival pre&egion andE[V*] is the average relative Ve|0city_
should be balanced off by the link breakage process. Other-

wise, it contradicts with the fact that the network only ives  ~ \odel Validations

finite number of nodes.
There are a total ol00 nodes randomly placed for each

) ) 1000m x 1000m square cell. Each node has the same transmit
B. Analytical Evaluation of\; or A, power and the radio transmission range consideretbisn,
We understand that if we know the parameter for one of tlleat is the nominal coverage of IEEE 802.11 PHY layer. Four
two processes, we can infer the other one. The link breakadjferent speeds{5m/s, 10m/s,15m/s,20m/s} are simu-
process is characterized by the distribution of residudd life lated for the random waypoint mobility model (RWMM).
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Fig. 2. Distribution of Stability of Topologies: RWMMR = Fig. 3. Distribution of Stability of Topologies: RWMMR =
250m. 15m.

Nodes are randomly activated to randomly choose destinatis calledMPR Selectar And every node could have multiple
node for data transmission. The traffic of activated nodes arodes to select itself as a MPR node or in another words, can
supplied from a CBR source with a packet rétép/s. have multiple MPR selectors. Topology control (TC) message
Figs. (2) present the results for RWMM and RDMM, respeare periodically generated from nodes with non-empty set
tively. It can be observed that for both cases, the expoalendf MPR selectorgo disseminatl MPR selector, MPR link
distribution model match pretty well with the simulationinformation to the whole network. In case of nodes detecting
results and the analytical evaluation of the parameter alslbanges in the set dfIPR selector TC message could be
exhibits quite good approximation to the simulations. Sommsitiated earlier than the regular interval to respond te th
imperfections come in because of the edge effect that ptevechange. Every nodes keep track the TC messages and use
random geometric graph model from accurately describieg tbuch link information for path selection and traffic routing
steady-state of the network. We can minimize the edge effectThe idea of multipoint relay (MPR) in OLSR is to minimize
in simulation by reducing the communication range, e.g. the flooding of broadcast packets and avoid the “broadcast
15m. In that case, the simulations (Figs. (3 ) show almostorm” problem. For every node, its TC packets are retrans-
perfect match with our analytical model and we predict thatitted only by its MPR neighbor nodes and thus results
the analytical model is quite accurate for large networks. in a saving of duplicate transmissions but still maintains
satisfactory packet delivery. Clearly, the smaller the MPR

VI. PRACTICAL IMPLICATION: ANALYZING CONTROL set is, the more saving in the protocol. And the feature is
TRAFFIC OVERHEAD IN OLSRPROTOCOL particularly beneficial for deployment in dense network.

As discussed, the control traffic overhead of a protocol is Link breakage_ is detected when a node fails _to receive
heavily related to the stability of the connectivity graph iseveral consecutive HELLO messages from one of its neighbor
node. And link addition is detected when a node starts to

MANETSs. Solely concerned with nodal mobility, we alread)feceive HELLO messages from a node not in its current one-

know that the distribution of stability of the connectivity . . :
: . C hope neighbor set. Every change in the two-hop neighborhood
graph can be approximated as exponentially distributed W'Itlnk set will result in a protocol event of the node reactiog t

E?Eimet?{]é g:\éeréslg d trr;e(;)égr onz :Sag:il\?e Sr%?ﬂ?nn’ g\]/;or?]ggge change by recomputing its MPR set and could furthertesul
9 brop P 9 n MPR set. Therefore, it could lead to earlier TC message

and the connectivity graph, our target is to apply the modlel ) . .
project the control traffic overhead in order to better idfgnt roadcast and the increase in the control traffic.

how nodes’ mobility affect the control traffic overhead of

OLSR protocol. B. Parameterizing OLSR MPR Selection algorithm
) ) In OLSR protocol, MPR scheme plays a critical role in
A. Brief Overview of OLSR protocol reducing the flooding packet and maintain the whole net-

In OLSR protocol, every nodes periodically send ouwork connectivity. By employing MPR, link changes will
HELLO messages for the purpose of neighbor sensing ot necessarily result in a protocol event. However, the
the network. A HELLO message usually contain its one-haghange that happens atitical links in OLSR protocol, i.e
neighbors and link status. Upon receiving and analyzingehe{MPR selector, MPR pairs, will surely trigger a protocol
consecutives HELLO messages, every nodes are able to keepnt. For the reason, we need to find a parameter that
track of up to two-hop neighbor links and use the informatiocharacterizes the performance of MPR selection algorithm i
to compute its multipoint relays (MPR). The MPR set oOLSR protocol and further utilize it to derive the distrilmurt
the node is a subset of its neighbor nodes but maintains tifethe connectivity graph. Before proceeding with choosing
coverage to its whole two-hop neighbors. The original nodke appropriate performance metric, we need to first review



the MPR selection algorithm. The MPR selection algorithm

work as follows: . Ao
1) Select the node within the set of one-hop neighbor nodes
as MPR node, if among the two-hop neighbor nodes, ° = @
there are one or more than one nodes that are only KTe (K+1)Te t

covered by the node.
2) Choose a one-hop neighbor node as MPR node, if it

covers the most of remaining two-hop neighbor nodes T s
that are not covered by nodes in the MPR set. Repeat . = ;
the step until all two-hop neighbor nodes are covered by 1 i o

the MPR set. KTe | (KT, t

Clearly, the MPR selection algorithm is a greedy algorithmd a
its performance will vary with graphs on which it operateBeT
heuristic approach together with edge effect and graphrdepeig. 4. Graphical lllustration on Change Response
dent performance significantly complicates the problem and
prevents an analytical modeling (if feasible) of the altjori.
For the reason, the parameter that we are looking for shotitetn the TC message will be broadcasted‘at= KT, + A.
reflect the statistical performance of the MPR algorithm and For other case«7T. + A < ¢ < (K + 1)T., TC message
evaluation of such parameter could be obtained by stalstigvill be broadcasted immediately,{ = ¢) when change is
evaluation with random geometric graph model. detected. The purpose of havidgin protocol is to avoid the

A natural choice of the parameter should be the performancagse where changes arrive too often and result in too much
metric that answers the questions how much savings the MR&bding from broadcasting TC messages. By aggregating such
selection algorithm bring in reducing the duplicate flogginchanges during\ period in one TC message, the protocol can
packet. Let's defineNeighbor{i} as the set of one-hop limit the maximum TC message broadcast rate but still aghiev
neighbor nodes and let/ PR{i} be the MPR set for node satisfactory performance. Summarizing the above analyses
i. It is obvious thatM PR{i} C Neighbor{i} Then the one- has

hop savings; from MPR selection can be evaluated as . KT.+ A, KT, < (< KT, + A 33
g — |MPR{i}| (31) ¢ = { ¢ KT+ A< (< (K+ 1T, (33)
" |Neighbor{i}|

As said, effective change is the change that results in a
change in the set of MPR selectors. Such changes depend
on the stability of local connectivity graph. Any changes in
the local connectivity graph could lead to a re-computatbn

R set and further results in an effective change. We have
following itemized discussions on changes,
« A new link is detected in the local connectivity graph
of nodek. It will result in a MPR set recomputation of
neighbors within two hop distance of the new link. Such
link may or may not lead to a change in MPR selectors
of nodek.
A link breakage is detected in the local connectivity
graph but not in the critical links of nodk. For such
cases, it still leads to a recomputation of MPR set but
not necessarily affect the operation of ndde
« Alink breakage in critical links of nodg is detected and

Clearly, 0 < 3; < 1. Eventually, we define a parametér

termed asbroadcast efficiencyo characterize the statistical
performance of MPR selection algorithm. And it can b
obtained through the statistical averaging over all pdssi
nodes and graphs of the one-hop saving computed in Eq. (3l

B=Eg:(B;),0<B<1 (32)

The smallerg is, the more saving the MPR algorithm brings.

G is also a statistical measure of the percentage of critical
links {MPR selector, MPR pairs) out of total links in OLSR
protocol. From Section V, we can infer that the distribution
of link breakages of such links can also be approximated as
exponentially distributed with paramet&r = 5 x A,.

C. Computation of Penalty Factor

The only remaining problem is to compufeas a function
of nodal mobility or the stability of the local connectivity
graph. First, we need to look at hay is determined front,

as a result, nodg will detect a change in the set of MPR
selectors. Such change is surely an effective change on
nodek and nodek needs to react to the change by earlier

i.e., to understand how OLSR protocol reacts to an effective TC message broadcast.
change. Effective change means that the node detect a chand2ue to the heuristic characteristic of MPR selection algo-
in the set of MPR selectors, since OLSR protocol operates oihm, an analysis of the first two scenarios could be signif-

the sub-graph from critical links.

icantly complicated (if feasible at all). Taking a consdma

Fig. (4) illustrates how a protocol reacts to an effectivapproach, we only consider the last scenario where link
change. Suppose that a change arrive&dt < ( < (K + breakage is detected in critical links. Since we know that th
1)T,, then the scheduled next TC message will be advancetdbility of overall critical links can be approximated ape-
to be broadcasted at tingg, the choice of which depends onnentially distributed with parametet., we can approximate

when the change actually happenedKif,. < ( < KT.+ A,

the single-node stability of critical links as also exponentially
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distributed with parametek, = N x \.. Please be noted thatsimulate a total of20 different network configurations. For
such approximation becomes closer as node density inaeasach configuration50 simulations with random generated

i.e., nodes associated with more critical links. seeds are conducted to capture the statistical performance
m;—tl)lilli?ovl\j ;\/Se can compute the penalty factpras a funciton To exclusively simulate the effect from nodal mobility, we
y modified the algorithm ofQualnet to exclusively consider
T such situations. Under such modifications, network layéir wi
(V) = E( ¢*/T. )=F() (34) not experience packet loss from collisions i.e. due to envi-

) ) . ronmental mobility— and we call iperfect MAC Fig. (5)
where f(-) denotes mapping function and can be ?ume_ncaI% (8) demonstrate the performance of analytical modelsuger
computed after knowing the parametey of ¢ (or ¢*). Itis  gimjative performance exclusively witrodal mobility It can
also worthy of noting that the penalty factor is a direct fimit ., p,s0ed that the analytical model provide good estitoate
of local connectivity graph and suggests that the stabdity o simylations. Because we take a conservative approach in
connectivity graph can greatly affect the protocol perfante.  ggyion vI-C, the analytical model usually underestimates

overhead. And, as expected, the difference between thelmode
D. Simulation Results and simulations decreases as node density increasestiea cri

. . . links become more dominance in the local connectivity graph
In the simulation, the network is EJ00m x 1000m square o i changes at non-critical links brings less effect be t

cell. Each node has the same transmit power and the ra- . X
dio transmission range considered2is0m. The number of s%b-graph from critical links.

nodes changes in the sét0,60, 80,100} to simulate vari-  To evaluate the model in practical scenarios, we further
ous node densities. The implementation of OLSR algorithtarn back to the original setting d@aulnetin interference

is the default implementation iQualnet 3.9.5 Nodes are computation. And in this case, the real 802.11 MAC works
randomly activated to randomly choose destination node fander collisions and back-offs. The simulation resultsthes
data transmission. The traffic of activated nodes are segbplillustrated in Fig. (9) and (10). In general, the model still
from a CBR source with a packet rate5p/s. And the provides a good approximation but the difference between th
movement follows the random waypoint model as the defauftodel and simulations are deeper due to additional effeat fr
setting in Qualnet The maximum speeds considered arenvironmental mobility Overall, we believe that our model
{0m/s,5m/s,10m/s,15m/5,20m/s}, ranging from static provides satisfactory performance in estimating the nmuti
topologies, pedestrian speed to normal vehicle speed. Aoekrhead and brings deeper insight on how mobility affect
the MAC layer is set as the 802.11 MAC. Overall, wehe routing overhead.
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VIl. CONCLUSION [12]

In the paper, we analytically evaluated the inter-depeoéen
between routing overhead and the stability of topologiss,
characterizing the statistical distribution of topologyol-
tions. The stability of topology can be modeled as expdl4]
nentially distributed with parameter computed from networ
configurations. Utilizing the proposed model, routing dvesd [15]
of OLSR protocol is further analyzed and the results show tha
the proposed model gives good estimate of routing overh
and meanwhile provides good insight on how nodal mobility

affect the routing overhead.
[17]
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