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Abstract— This paper presents an overview of a recently
designed and implemented introductory course on feedback
control amenable to traditional and nontraditional audiences.
The course material is based on fundamental concepts in
dynamical systems, modeling, stability analysis, robustness to
uncertainty, feedback as it occurs naturally, and the design
of feedback control laws to engineer desirable static and
dynamic response. The material also includes an introduction
to MATLAB R©, provides many MATLAB R© exercises to reinforce
concepts, and concludes with a control design and simulation-
based analysis to achieve wall tracking with a kinematic robot.
The only prerequisite for the course is high school algebra. The
paper also reports the authors’ recent experience implementing
the presented material in a four-week course of the California
State Summer School for Mathematics and Science (COSMOS)
program at the University of California, Santa Cruz. All
materials are freely available online.

I. I NTRODUCTION

Motivation for outreach has been generated within the
control community in the last decade. In particular, there is
a need for new and improved course materials for both tradi-
tional (engineering undergraduate and graduate students)and
non-traditional (high school, or non-engineering students)
audiences. In 1998, an article resulting from an NSF/CSS
Workshop on New Directions in Control Engineering Edu-
cation [1] made the following recommendations regarding
needed reform in undergraduate control education:

• “to provide practical experience in control systems
engineering to first year college students to stimulate
future interest and introduce fundamental notions like
feedback and the systems approach to engineering,”and

• “to encourage the development of new courses and
course materials that would significantly broaden the
standard first introductory control systems course at the
undergraduate level.”

In 2003, a Panel on Future Directions in Control, Dynamics,
and Systems provided a renewed vision of future challenges
and opportunities, along with recommendations to agencies
and universities to ensure continued progress in areas of
importance to the industrial and defense base [2]. One of
the five primary recommendations is that the community and
funding agencies invest in“new approaches to education
and outreach for the dissemination of control concepts and
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tools to nontraditional audiences. As a first step toward im-
plementing this recommendation, new courses and textbooks
should be developed for both experts and nonexperts.”The
Panel also recommended the integration of software tools
such asMATLAB R© into these new courses. In 2002, the
undergraduate introduction to control course at Caltech (CDS
110) was revamped to incorporate high-level presentation
lectures for both non-engineering and engineering students
in addition to the more detailed lectures for engineering
students [3]. As part of the effort, a new book is also under
development [4].

Motivation for outreach has also been provided from
outside our field. Ten years ago, feedback control was
identified by the National Science Education Standards as
being fundamental to understanding systems, and systems in
turn was identified as a unifying concept for K-12 science
education [5]. In the bigger picture, in 2005, the need for
curricular material that motivates middle-school and high
school students to pursue advanced work in science and
mathematics in the United States was underscored by the
Committee on Prospering in the Global Economy of the
21st Century, a subcommittee of the National Academy of
Sciences, National Academy of Engineering, and the Institute
of Medicine [6].

This paper presents an overview of a recently designed
and implemented introductory course on feedback control
amenable to traditional and nontraditional audiences. The
course material is based on fundamental concepts in dy-
namical systems, modeling, stability analysis, robustness to
uncertainty, feedback as it occurs naturally, and the design
of feedback control laws to engineer desirable static and
dynamic response. The material also includes an introduc-
tion to MATLAB R©, provides manyMATLAB R© exercises to
reinforce concepts, and concludes with a control design
and simulation-based analysis to achieve wall tracking with
a kinematic robot. The only prerequisite for the course
material is high school algebra. In July of 2005, a four-
week course based on the material was taken by a group
of 17 talented high school students, with a range of 9 to
11 in grade level. By the end of the course (∼30 hours
of lecture time), each student had successfully implemented
a wall tracking controller on a robot (calledRobobrain)
designed specifically for the course. All course material is
freely available online, see [7].

The target audience for our course material includes not
only high school students, but undergraduates, graduate and
postdoctoral researchers, who may have taken few math
courses beyond what is required in high schools in the United



States, and who want a primer on dynamics and control. The
material could be used to initiate an interdisciplinary collab-
oration between control theoreticians and biologists, forex-
ample, by helping the biologists begin to learn the language
and principles behind feedback control. The course might
also be integrated as part of a first year general engineering
course. By design, the material provides explicit motivation
for learning more advanced mathematics, a component often
missing in introductory engineering curriculums. In the fall
of 2006, a first year one-quarter undergraduate course will be
developed in the Baskin School of Engineering at UC Santa
Cruz based on this material. In the remainder of the paper,
an overview of the course material is provided, followed by
a description of the venue for the course given in the summer
of 2005, and feedback from high school students that took
the course.

II. OVERVIEW OF LECTUREMATERIAL

The material is broken down intonine lectures, each
taking 1-3 hours to cover, depending on the complexity of
the specific lecture topics and the ability of the audience. The
first lecture is a set of presentation slides. All other lectures
include two parts: first, a 15-20 minute slide-based introduc-
tion, giving an overview of the topics covered in that lecture
and reiterating the big picture; second, 45-160 minutes of
white board lecture andMATLAB R© exercises, guided by our
lecture notes. Lectures are structured in an interactive way,
alternating between short explanations of important concepts
given to the whole class, and time allocated for the students
to solve simple exercises individually. As stated, all slides,
lecture notes and relevantMATLAB R© files are freely available
online at [7]. The material assumes each participant has
access to a computer withMATLAB R© installed.

A. Lectures 1 and 2: Introduction to Course andMATLAB R©

Lecture 1 is a presentation providing a high-level introduc-
tion to the concept of feedback control, as it occurs naturally
and as it is designed for use in engineering (Figure 1 shows
one of the slides from this lecture). The introduction also
gives an overview of the mathematics and analysis tools
utilized in the course, and a preview of the robotic platform
Robobrain encountered at the end of the course. Lecture 2
provides an introduction toMATLAB R©, including variable
assignment, vectors, plotting, making m-file functions, and
loop-functions for plotting data. There are manyMATLAB R©

primers available, such as in [11], that could be used to
supplement the minimal number of topics that we cover.
Still, for the purpose of moving to the next topics in our
course, we found that our coverage was sufficient in practice
(see the section later entitled “Implementation of the Course
Material” below for a discussion on our experience with
teaching the course).

B. Lectures 3 and 4: Introduction to Discrete-Time Dynamics

Without a background in differential equations, an intro-
duction to dynamics and modeling is facilitated by consid-
ering systems in discrete time. In order not to rely on a

Fig. 1. Introductory slide presenting feedback control in the context of
guidance, navigation and control of an autonomous off-road vehicle [8]. The
slide presents control as a means of correcting the actual system response to
match a desired (guidance) response. The example also helps introduce the
concepts of stability, performance and robustness using thefamiliar objective
of cruise control of a vehicle.

background in linear algebra, the models considered must
also be low dimensional. Therefore, one and two-dimensional
linear and nonlinear discrete-time models are considered in
Lectures 3 and 4. In the context of these models, basic high
school algebra is sufficient to make a beginning.

Dynamics are introduced with the following one-
dimensional, discrete-time, time-invariant real-valuedmap:

xk+1 = f(xk). (1)

To understand causality, theorbit {x0, x1, x2, ..., xN} is
defined as the unique sequence of numbers, or trajectory,
that arises from a given initial pointx0 and by evaluating
the function (1) repeatedly, up to some desired number
of times N . We then define what it means forf to be
linear (f(x) = ax, given a ∈ R), and not linear, or
nonlinear (f(x) = cos(x), for example). The concept offixed
point (equilibrium) is then defined for these maps, and the
quantitative (in the case of linearf ) and qualitative behavior
of (1) near such points is explored. In turn, we are able to
qualitatively definestability andattractivity of a fixed point
of (1), by examining orbits for a set of initial conditions near
the fixed point.

As a preview into the complexity that is possible with such
a simple equation (1), the one-dimensional logistic map [9]
is examined, wheref(x) = rx(1 − x), given r ∈ [0, 4]. As
a first real test of theirMATLAB R© skills, students are asked
to generate a plot that shows the limiting behavior of orbits
as the parameterr is varied. The instructions given in the
Lecture 4 notes are gathered in Table I.

For those unfamiliar with the logistic map, the resulting
figure from the algorithm in Table I is an illustration of
chaos. Not only does the exercise promote applied learning of
writing for-loops and functions inMATLAB R©, but the images
they generate promote enthusiasm for more programming



Name: Orbit diagram algorithm
Goal: Plot orbit diagram of logistic equation

The idea is to have a figure where many orbits of the logistic map are
plotted (one for each value ofr between3.4 and 4). The x-axis will
correspond to values ofr, and they-axis will correspond to values of the
orbits.
1: Seti = 0.
2: Setr = 3.4 + i.
3: Iterate the logistic map for 200 cycles (after 200 cycles, the system

should settle down to its eventual behavior — the settling portion of
the response is called thetransient) starting fromx0 = .6.

4: Once the transients have decayed, plot many points, say
x201, . . . , x400, versus the current value ofr in the figure.

5: Seti = i + 0.005. If i = 0.6, exit the algorithm. Otherwise, return
to step 2.

TABLE I

INSTRUCTIONS INLECTURE4 TO CREATE AN ORBIT DIAGRAM OF THE

LOGISTIC MAP.

opportunities and more advanced dynamics. Most student
like the idea that they are capable of creating chaos!

C. Lecture 5: Introduction to Modeling

Mathematical models of systems are presented as a tool
for prediction, so one can characterize how a system behaves
under a variety of conditions. Based on the previous material,
students can think of this as identifying a functionf that
generates an orbit closely matching the actual evolving
behavior of a given system. At the outset, the concepts of
uncertaintyand robustnessare impressed upon the students.
Models are never perfect; the hope is that they are good
enough for a close match, and eventually, for control design
and analysis. An excerpt from Lecture 5 is given in Table II
shows the language with which we attempt to introduce these
fundamental concepts.

The lecture continues with a two-dimensional predator-
prey model

Hk+1 = Hk +
br

D
Hk −

a

D
LkHk,

Lk+1 = Lk −
df

D
Lk +

a

D
LkHk,

used to predict how hare populationsHk and lynx popu-
lations Lk influence one another over time, as a function
of the model parameters. The example is the first leap into
modeling in more than one dimension, extending the students
MATLAB R© function writing skills to generate orbit plots for
the two populations. This example is followed by the three-
dimensional kinematic model of theRobobrain robot used
as the experimental platform at the end of the course. The
model corresponds to that of a unicycle, and is given by

xk+1 = xk + ∆uk cos(θk),
yk+1 = yk + ∆uk sin(θk),
θk+1 = θk + ∆vk.

(3)

Definitions forstate, control inputs, disturbances, parameters
and outputsare given, and examples of each are identified
for both models. For example,(vk, uk) are the rotational

Excerpt from Lecture 5
Of course, models are not perfect. They try to describe very
complex natural and engineered phenomena. Therefore, we
should have in mind that a model is always an approx-
imation of the actual behavior of the real system. This
uncertainty comes from various sources: we usually do not
know with total exactness, for example, the values of the
parameters of the system (the mass, the friction coefficient,
etc.). Another reason is that many dynamic processes are
just too difficult to model exactly, and we are often forced
to make approximate models.
When approximations are required in modeling, and this is
always the case, a principle that has the power to save us
is calledrobustness. Robustness is the ability of a system
to be relativelyinsensitive to measurement, parameter and
environmental variations or uncertainties. Let us consider
examples of such variations, in the case of cruise control.
Example 2.1 (Sources of uncertainty in cruise control):
Recall the cruise control model (presented in Lecture 4)

vk+1 = vk +
∆

m
[−bvk + ueng,k + uhill ,k]. (2)

Here,vk is car speed,uhill ,k is road incline,ueng,k is acceler-
ator control input, all at time stepk. The sample period is∆
and the mass ism. An example of measurement uncertainty
is if your measurements ofvk are not exact. For example,
your speed sensor is actually giving youvk + σk, where
σk is a variable that changes randomly, contaminating the
speed measurement. An example of parameter uncertainty
is if we do not know the massm exactly. This is the case as
fuel is being burned causing a decrease in mass and we are
not taking this into account since it is assumed thatm is
constant for all time. Lastly, an example of environmental
uncertainty isuhill ,k. At best, we might be able to say how
large this term gets over a certain time period, but we do
not know in general the exact value of the road incline,
now or in the future. �

Robustness is one of the most useful properties of control.
Think again about the cruise controller of your parents’ car.
You want to keep the car going at constant speed, right?
The cruise controller automatically adapts the accelerator
setting so that the system is insensitive to climbing uphill
or going downhill, and it does sowith no exact knowledge
of the true incline of the road traveled!In short, the cruise
controller makes the actual behavior of the car robust to
changes in the road incline conditions.

TABLE II

EXCERPT FROMLECTURE5 INTRODUCING THE NOTIONS OF MODELING,

UNCERTAINTY AND ROBUSTNESS.



and translational velocity of the robot, respectively, and
correspond to the two control inputs. Since the robot model
has control inputs, the concept of fixed point is restated,
now with the equilibrium state dependent upon the choice
of controls. The next lecture introduces feedback control
abstractly (not just for the robot), and leverages the learned
MATLAB R© programming skills for model-based prediction,
as well as the previous topics of fixed points and stability.

D. Lecture 6: Introduction to Feedback Control

The utility of models for prediction is emphasized in the
previous Lecture 5 material, and Lecture 6 introduces model-
based feedback control design and analysis. To engineer
autonomy in systems, e.g., in robots or cruise-controlled cars,
models are also used to design and analyze feedback control
policies. The advantage of doing control design and analysis
with a model, as opposed to trying different controllers on
the real system from the beginning, is impressed upon the
students. Some of the recent advertisements forMATLAB R©

and SIMULINK R© by The MathWorks Company in the IEEE
Spectrum Magazine are useful in making this point. In par-
ticular, the recent ad in [10] identifies the savings and success
of prediction-based (simulation-based) control design inthe
case of the Mars rovers, for which zero test flights to Mars
are possible.

Based on the mathematics we have presented so far,
feedback control is introduced in this lecture as a means of
shaping the dynamics, so that (i) one can reassign the fixed
point(s) of a model as desired, and (ii) these desired fixed
points are stable and attractive. Generically, we rewrite the
model in (1) to include a control inputuk as

xk+1 = f(xk, uk). (4)

Next, by example, theunforcedor open-loopdynamic model
of the cruise-controlled car is reexamined, by settingueng,k =
0 for all k in (2). Students are asked to calculate and analyze
the fixed point speedveq in the absence of any road incline,
yielding convergence toveq = 0 (due to the friction term)
from any initial speed. For this one-dimensional example,
the stability can be analyzed explicitly be seeing thatvk

always tends to slow down. In high-dimensional examples
later, simulations (orbit calculations) are the sole meansof
determining stability, since students are not expected to know
any matrix algebra. Continuing with the cruise-control exam-
ple, students are next asked to recalculate the fixed point with
the control in (2) defined asueng,k = K(vdes−vk), wherevdes

is the desired speed of the car when the cruise-controller is
working. The result (assuming a constant, possibly non-zero
incline disturbance) is

veq =
K

b + K
vdes+

1

b + K
uhill .

Thus, one canengineera fixed point, by choice of control. In
this case, the larger the value ofK, the closer the steady-state
speed approaches its desired value, and the less influence the
road incline has on the steady-state speed (robustness). By
calculating orbits, students also get to examine the stability
and attractivity of the new fixed point.

The remaining lectures prior to the experimental imple-
mentation are about control design and analysis, first for a
two-dimensional model (the inverted pendulum), and next
for the three-dimensional robot model in (3).

E. Lecture 7: Feedback Control of an Inverted Pendulum

This lecture provides a case study in control design
and simulation-based analysis. In Lecture 7, a normalized
discrete-time model of a pendulum with angleθk and torque
control uk is given as

1

∆2
(θk+1 − 2θk + θk−1) = − sin θk + uk,

with the objective of designinguk to make the pendulum
upright positionθeq = π (a fixed point) stable and attractive.
If students have been exposed to Newton’s second law in
a physics course (about half of our COSMOS students had
taken high school physics), this model is easy enough to
derive, making using of the finite difference approximation
of the second time derivative of the variableθ. The first trick
is to convert this model into the form of (4), since all analysis
to this point has relied on the difference equations being in
first-order form. Although students are often mystified when
first introduced to achange of variables, the technique is
mandatory in many control theory and application results.
Therefore, this example serves the additional purpose of pro-
viding a simple example of applying a change of variables.
Specifically, in (4), the statexk and functionf become two-
dimensional, defined asxk = (zk, yk) = (θk, θk−1) and

f(xk, uk) =

[

2zk − yk − ∆2 sin zk + uk

zk

]

.

Students are then asked to find the constant torqueueq such
that the fixed point state is the upright position, i.e.,xeq =
(π, π). Next, defining the overall control asuk = ueq + ũk,
the desired fixed point is to be stabilized by choosing the
parametersK1 andK2 in the feedback control

ũk = K1(θeq− zk) + K2(θeq− yk).

By using the cannedMATLAB R© function pendulum.m,
students examine the response of the pendulum to a variety
of control parameter choices, and identify those parameters
that result in stability and attractivity. In the later portion
of Lecture 7, an integrator (summation term for discrete-
time control) is also explored in the cruise-control model (2)
to remove the steady-state error in the steady-state speed
veq shown above. Although the students are by now capable
of making a function likependulum.m, the infrastructure
allowed us to maintain the desired pace of the course.

F. Lecture 8: Open-loop analysis of theRobobrain robot

In Lecture 8, the robot model in (3) is tackled. As with the
previous models, the open-loop analysis is performed. The
first step is to identify the equilibrium states of the dynamics,
with the corresponding equilibrium control inputs. Students
are then asked to decide if these equilibrium states are stable
and attractive. Once they decide they are not, they are then
faced with the need to design a feedback control to achieve



our ultimate control objective: autonomous wall tracking,
so that, starting from an arbitrary initial configuration, the
Robobrain robot turns to track any wall at a desired
separation distance, and at a constant velocity.

In preparation for this task, students are guided through a
series of exercises involving the robot model, targeted at rein-
forcing the concepts of open-loop versus closed-loop control,
uncertainty and robustness to disturbances. Students are
asked to create twoMATLAB R© programs,robobrain.m
and robobrainDist.m. The first one plots the orbit of
the robot given some specific control signals from a generic
initial configuration.

Students realize that the controls are specified ahead of
time, without ever looking at the actual evolution of the
Robobrain robot during its motion. The other program,
robobrainDist.m, is meant to show the risks associated
with this open-loop strategy. Students are asked to simulate
the same model, with the exact same values for the param-
eters and the initial conditions as before, but with a slight
disturbance in the equations. In our experience, this exercise
convinces students of the need for feedback control when
solving the wall tracking problem, which is the subject of
the next lecture.

G. Lectures 9: Feedback Control of theRobobrain robot

This lecture is structured into three parts. First, students are
reintroduced to the discrete-time model (3) of the unicycle,
and the correspondence between the control inputsuk, vk

in the equations and the angular velocities of the physical
robot (which are the actual quantities directly controlled) is
reviewed.

In the second part, students are guided through the task
of defining a strategy for the robot to find the wall and
then make it turn to track the wall at a specified separation
distancedsep. The measured distances to the wall from each
infrared (IR) sensor (see Figure 2) are defined bydl,f

(distance from the left front sensor),dl,m (distance from the
left middle sensor), anddl,b (distance from the left back
sensor). Students are asked to figure out how to convert the
three left scalar distance measurements into the state values
x and θ of the robot, and write aMATLAB R© program to
compute them, assuming a straight long hallway.

x

x y

u

u v
v θ

WALL
y dsep

Fig. 2. Left, Robobrain robot developed at UCSC; right, schematic
drawing of robot. The three (red) triangle shapes on the leftside of the
robot represent IR sensors used to determine distance and heading relative
to the wall, and the single (green) triangle shape on the front represents an
IR sensor used to determine the distance to the wall in the forward direction.
The objective is to have the robot track the wall at a constantseparation
distancedsep.

The logic used to find the wall is simple. The robot moves
forward at a constant speed withu = vnom (the nominal
wall tracking velocity is some percentage of the maximum
velocity of each wheel) andv = 0, until the front sensor
readsdf ≈ 2dsep. Once this occurs, the robot turns clockwise
slowly in place with controlu = 0 andv = −0.05vnom. The
robot keeps turning untildl,b = dl,m = dl,f . After this, the
robot uses the sensors to keep track of distance and heading
relative to the wall.

The third part of the lecture consists of designing and ana-
lyzing the actual controller running on the robot to track the
wall. Students are exposed to a discrete-time proportional-
derivative wall tracking control given by

uk = vnom, vk = kp (xk − dsep) + kd

xk − xk−1

∆
. (5)

Students are asked to modify theMATLAB R© program
robobrain.m, created in Lecture 8, to include the feed-
back controller (5). The new function asks for the initial
configurationx0, y0, θ0 of the robot, the time step∆, the
number of iterationsN , the desired separation distance
dsep and the control gainskp, kd, and outputs a vector
with componentsx, y, θ and the elapsed time. An example
simulation where this controller is employed is shown in
Figure 3.
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Fig. 3. Simulation of feedback control for keeping a desired separation from
the wall at a constant speed. Initial condition is(x0, y0, θ0) = (3,−2, 0),
nominal wall tracking velocity isvnom = 1 and desired separation isdsep =
1. Control gains arekp = 1/3 andkd = 1. Sample period is∆ = 0.05.

To conclude the lecture, students are asked to tune the
values of the control parameterskp andkd. The knowledge
of linear algebraic tools would allow them to do this analyt-
ically. Since these are not assumed, they are encouraged to
select some values a priori, use the newly defined program to
simulate the system, and modify their selection accordingly
until the desired behavior is obtained. In our experience, it
was at this point that students were somewhat disappointed



with not being able to do something more rigorous to ensure
that the control yields the desired wall tracking behavior.
Guessing parameters and simulating the model was, in other
words, lame. When told that more advanced math, specifi-
cally calculus and college-level linear algebra, would enable
them to determine the control parameters analytically to get
the desired result, the students were enthusiastic to learn
these subjects.

Once the control parameter tuning task is completed,
students are instructed to transcribe their parameter choices
into the actual robot program, which is run in C. Our course
finale consisted of each robot trying to track a curved indoor
path. The students competed to see which robot could track
the wall for the largest distance along the wall. Figure 4
shows experimental results for one of the successful cases.
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Fig. 4. Experimental results of feedback control for keepingthe robot at a
desired separation (x = dsep) from the wall at a constant speed (uk = vnom)
and constant heading (θ = π/2). The feedback control law (5) was turned
on at timet = 2 seconds.

III. I MPLEMENTATION OF THE COURSEMATERIAL :
COSMOS

In the summer of 2005, a four-week course based on
the material was taken by a group of talented high school
students, with a range of 9 to 11 in grade level. The course
was part of the COSMOS program held at the UC Santa
Cruz campus.

COSMOS (the California State Summer School for Mathe-
matics and Science) is a selective four-week summer residen-
tial program for young scholars with demonstrated interest
and achievement in math and science [12]. The program is
located on four University of California campuses: Davis,
Irvine, San Diego, and Santa Cruz. The student population
of COSMOS 2005 at Santa Cruz was composed of 76
female and 75 male students, with 37% of the total being
underrepresented. Each COSMOS student enrolls in one of
several topical “clusters” for the duration of the program.
Each cluster is comprised of two courses, each designed
and instructed by UCSC faculty, lecturers, researchers and/or
graduate students. Cluster 2 (out of 7 total clusters) was

comprised of the courses “Nanotechnology” and “Making
Robots and Making Robots Intelligent,” the latter being
our crash course in feedback control. Our course met for
typically 90–120 minutes each day for 16 lecture days out
of the four weeks, and minimal assignments outside of the
classroom were required.

The overall experience was very positive and the lecture
format worked extremely well. Students responded well
to the introduction toMATLAB R©, and our lecture model
consisting of short theoretical explanations combined with
simple computer exercises to reinforce the theory. The gen-
eral introduction to the course at the very first day of class
served them well to broadly understand the main ideas of
feedback control. We often referred to this lecture during
the course, placing the specific contents of the class into the
big picture. We believe that students appreciated and were
aided by the general introduction on day one and the brief
high-level introductions at the beginning of each subsequent
lecture.

In future offerings of the course, we plan to integrate
the Robobrain robots into the lectures sooner, instead
of waiting until the final lecture. By our experience, we
anticipate that presenting the students with hardware that
they would eventually use would motivate them to learn the
theoretical content of the course. Students would be eager to
understand the math that will allow them to make the robot
operate autonomously.

This experience will be turned into an introductory under-
graduate course in the engineering curriculum at UC Santa
Cruz. In the fall of 2006, the course “Computer Engineering
8 – Robot Automation: Intelligence through Feedback Con-
trol” will be offered, and introduce first-year undergraduate
students toMATLAB R©, programming, dynamics, feedback
control and robotics using our lecture material. We believe
that this course will serve as a great recruiting tool for bright
students. Additionally, the experience will hopefully motivate
them to learn the more advanced mathematics, programming
and hardware courses available within the computer engi-
neering, electrical engineering and applied mathematics and
statistics curricula at UC Santa Cruz.

A. Feedback from Students

At the end of the course, we conducted an online survey
about the satisfaction of students with the course. According
to the students’ evaluations and the parents’ comments at
the end of the course, the experience was as challenging
and rewarding for the students as it was for us. Various
parents expressed the feeling that the COSMOS experience
will shape their kids’ future careers.

We asked the students to express their opinions in 6
multiple-choice questions and 8 qualitative questions. Out of
17 enrolled students, we received 14 evaluations. Table III
summarizes the outcome to the quantitative questions.

Below are some of the students responses to the qualitative
questions:

• What did you like most about the course?



Satisfact. Very Good Excellent
Clarity and understandability - 10 4
Preparation and organization 1 7 6
Course as learning experience - 5 9
Will recommend to buddies 1 1 12

TABLE III

QUANTIFICATION OF STUDENT SATISFACTION WITH THE COURSE. NONE

OF THE STUDENTS CHECKED THE BOXES“POOR” AND “FAIR” WHICH

CORRESPONDED TO THE TWO LOWEST DEGREES OF SATISFACTION.

– “It was a challenge so I never got bored. I also
enjoyed discovering all of the practical applications
of the material we were learning. It was also an
experience I never could have had in high school.”

– “I liked most how first we learned the idea, then
the math, then the application of it all. I really liked
how it all came together eventually, it was really
clear at the end.”

– “I liked working on the programming of the
Robobrain and I guess that includes the work
leading up to theRobobrain. The last day of
class was amazing, but that was only because we
had to work up to it. If theRobobrain was just
handed to us than I don’t think it would have been
as good an experience.”

• How much and in what ways did the handouts help
your learn the material in this course?

– “The handouts were key in the course — they
explained and helped to reinforce the reasoning
and purpose of all that was taught in the class.
The handouts gave meanings and definitions to the
terms, assigned tasks to help the student have a
better understanding of the material,MATLAB R©,
and making robots intelligent.”

– “The handouts were very helpful. I liked how they
were written and how they introduced the ideas,
explained, and then had us do a task to learn
them. Referring back to the handouts was helpful
as well.”

• Please tell us the concepts covered in the course
that you understood the most and the least.

– “Most of the concepts I had a good grasp on,
although there were a few I was a little hazy
about. Equilibrium, steady-state, fixed points, sta-
bility, etc., I understood really well. The only idea
I really had any trouble on was towards the end
with finding derivatives, because I’m not all that
familiar with it.”

– “I understood all of the algebra and altering the
equations very well. I also understood why we
change the equations like we do. I got the graphing
very well too, both writing the programs to produce
the graphs and reading the graphs to tell what they
meant. I understood the calculus the least, because
i haven’t had the class yet. Most of the derivative
stuff I just hitched a ride on.”

– “The concepts covered in the course that I under-
stood the most included the mathematical concepts
and the entire necessity of feedback control for
robotics. The concepts I understood least probably
included much of the later math forRobobrain,
which to me was a little rushed. I’m sure if we
went over the math a few more days, I would be
able to understand.”

In the summer of 2006, we will be offering the same course
within the COSMOS program.

IV. CONCLUSIONS

We have summarized the contents of an introductory
course to feedback control developed at UC Santa Cruz. The
course material, available at [7], is based upon fundamental
concepts in dynamical systems, modeling, stability, robust-
ness, and the design of feedback control laws. We have also
reported our very positive experience in using the material
in a summer course for motivated high school students
during the summer of 2005. We believe that researchers from
systems and control theory will find the material useful for a
variety of activities, ranging from education and outreachto
high school and undergraduate students, to interdisciplinary
collaborations with scientists from other disciplines.

An interesting study performed in [13] examines how
novices learn feedback control concepts, an in particular how
they learn a perspective on control that includes abstraction,
so that the concepts are not tied to a specific problem
description. The study involved the use of a GUI-based
software that allows the students to connect and simulate a
set of standard functional objects (e.g., sensor, actuator, set
point unit) that exist in many control applications. As partof
an introductory engineering course, the software was made
available to a group of high school students for∼45 minutes
per day for 5 days. A key finding of the study is that “the
idea of a signal is a core concept in an experts conception of
feedback systems, and is intricately tied to the definition of
the functional components that make for a feedback control
system.” It is also reported that by the end of the course,
students still had trouble with the concept of signals.

In our summer course, we usedMATLAB R© and described
vectors (which most had seen in a math or physics course)
as a sequence of measurements taken at snapshots of time.
It did take most students a few days and several exercises
to connect the “list of numbers” (vector) inMATLAB R©

with the evolution of a model of a real physical system.
Once they grasped this idea, we were able to describe the
use of models for prediction and control design. We never
formally introduced the word signal, and did not attempt to
generalize the vector description to more general scenarios
(continuous time, for example), as this seemed unnecessary.
As a future direction, our material, based largely on algebra
and MATLAB R©-based examples, and a GUI-based approach
to control could be combined to help students comprehend
the concepts.
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