CMPS 201
Algorithms and Abstract Data Types

Some Common Functions

We present several common functions and estimateshwdicur frequently in the analysis of
algorithms.

Floors and Ceilings
Given xe R, we denote by x| and[x] thefloor of x and theceiling of x, respectively. These are
defined to be the unique integers satisfying

X-1< \_xjé X< ]—x1< X+1
Equivalently, if xe R and N € Z then

(1) N=|x] ifand onlyif N<x<N+1, and
(2) N=[x] ifand only if N-1<x<N.

In other words:

(1) | x| is thegreatest integer less than or equal to x, and
(2) [x] is theleast integer greater than or equal to x.

Lemmal: Let xeR anda,beZ. Then
(1) a<x<b ifandonlyif a<|x|<b, and
(2) a<x<b ifandonlyif a<[x|<b.
Proof of (1):
(i) a<x impliesa<|x], since among all integers that are less thanwaleqx, | x| is the greatest.

(i) x<b implies|x|<b, since| x |< x.
(i) a<|x] impliesa<x, since| x|< x.
(iv) | x]<b implies x<b, sinceb< x impliesb<|x/, by (i). 111

Exercise: prove part (2).

Lemma 2: Let xeR andmeZ*. Then

NER

o431



Proof of (1): Let N=||x]/m]|. Then

NSM<N+1
m

= mN <|x|<m(N+2)

= MN<x<m(N+1) (by lemma 1)
= N<x/Im<N+1

= N=[x/m],

and therefore|| xJ/m|=N=|x/m]|. /11

Exercise: prove part (2).

Lemma 3: Leta,b,neZ*. Then
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Proof: Setx=n/a andm=b in lemma 2. 111
Exercise
Let neZ. Show that (aFJ{q =n, (b) P} {n_HJ and (C)FJ :{”__11
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Logarithms
Let x,a,be R wherex>0, a>1, andb>1. Thenlog,(x ) denotes the exponent on a which gixes

In other words,log,(x )is the inverse function o&*, which meansa®:* =x and log,(a*) = x.
Thus

X = g% () _ (blogb(a) )'°ga<x) _ plo%(a)iogs (%
Taking log, of both sides of this equation yields

*) log,, (x) = log,, (&) -log,, (x) ,

which says in particulafog, (x) = constantlog,(x ,)i.e. any two log functions differ by a constant

multiple. It follows thatlog, (n) = ®(log,(n )) so speaking in terms of asymptotic growth raties;e
is really only one log function. Equation (*) ings



(x) =29 (%)

log,
log, (&)

. . . In(x
which shows how to convert from one log functioratwther. In particulaly(x) =I(—) Here we

N2
use the standard notatidg()=Ilog, ,(gndIn()=Ilog, (), wheree=271828. . Equation (*) also

implies a°%®) = g% (%@ (a'°9’a‘x))°gb ¥ = x°%® which gives us the useful formula

%900 _ y108,(a)

Stirling's Formula

Let neZ*. Then n!:,/Zzn-[gj -(1+®[£D.

n

Stirling's formula gives a simple way to determamymptotic (upper, lower, and tight) bounds on
functions involvingn!. An elementary proof can be found at

http://www.sosmath.com/calculus/sequence/stirlitirdjrey. html

Corollary:
(1) n!=0o(n")

(2) n!'=w(b") for anyb>0
(3) log(n!)=06(nlog(n))

Proof of (1):
, (2] o) o)

= = — 0 as n— o, showing than!=o(n" ) ///
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Proof of (3): Taking log (any base) of both sides of Stirlifigisnula, we get

log(n!) = Iog\/% + Iog[gjn + Iog(1+ @[%B

= %Iog(Z;r) + % log(n) + nlog(n) —nlog(e) + Iog(1+ @(%D :

Therefore
|
logn) _y, (stuff that— Oasn— ),
nlog(n)
|
hencelim | 129 |1 proving thatlog(n!) = ©(nlog(n )) /1]
n- | nlog(n)
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Exercise: Prove part (2) of the corollary.
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. 2n m ) ) .. [m m!
Exercise: Prove tha =0 , Where denotes the binomial coefficient |=—
n k k!(m-Kk)!

k
for 0<k <m.
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Exercise: Determine a numbesi > 0 such tha{ j = @( a j
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